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Abstract

This paper presents a hybrid approach for routing flows in IP networks to achieve an optimal network configuration maximising

bandwidth usage (optimality), minimising re-routing upon failure (reliability) and reducing the signalling overheads resulting from a

full IP tunnelling (scalability). We formulate the routing of flows in IP networks as a service differentiated model where the IP flows

are classified into high bandwidth demanding (HBD) and low bandwidth demanding (LBD) flows at the ingress of the network and

handled differently into the core using a hybrid IGPCMPLS approach where the LBD flows are routed over the existing IGP paths

while the HBD flows are carried over MPLS bandwidth-guaranteed tunnels. This model can be deployed in heterogenous network

environments where HBD flows carrying real-time traffic and LBD flows transporting best-effort traffic are handled differently over a

common transport network implementing traffic prioritization in response to natural or man-made emergencies. We consider the

routing of flows within an IP domain’s boundaries and evaluate the efficiency of the new routing approach under uniform and bursty

traffic profiles. We apply the routing approach to compute paths for the traffic offered to a 20- and 50-node test networks. Simulation

reveals that the hybrid routing approach outperforms both IGP and MPLS routing under the network conditions and test network

models considered.

q 2005 Elsevier B.V. All rights reserved.
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1. Introduction

The Internet has developed beyond a research network

initially designed to offer best effort service to a small

number of research institutions into a large decentralised

network where traffic management methods such as

Network Engineering (NE) and Traffic Engineering (TE),

once the preserve of telephone networks, are being re-

invented and used to support QoS through differing

resource requirements delivery. NE moves bandwidth to

where the traffic is offered to the network while TE

moves the offered traffic to where bandwidth is available

in the network to achieve QoS agreements between the

available network resources and the application require-

ments. TE can discharge the network administrator from
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the tedious manual configuration procedures by using

QoS routing to select a path that is able to meet the

application QoS requirements.

Several issues need to be resolved before IP QoS routing

becomes wide-spread in the ISP networks. These include (1)

the mapping of application QoS requirements into QoS

mechanisms and (2) the deployment of these mechanisms

within an Internet domain’s boundaries to maximise the

engineering and economic efficiency.
1.1. Mapping application QoS requirements into QoS

mechanisms

Most current generation IP protocols were designed to

deliver best-effort service to the IP applications when IP

transport was concerned with only data transmission. The

Internet has since developed into a common transport

infrastructure requiring QoS routing to meet the QoS

demanded by the mixture of real-time and best-effort

applications carried by a multitude of access networks.

These include applications with (1) hard real-time con-

straints such as remote sensing, voice over IP, home

automation, (2) soft real-time constraints such as streaming
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video, and (3) best-effort constraints such as FTP, Secure

Shell, etc. The wide-spread deployment of QoS routing by

network operators will require mechanisms to (1) map the

different applications into traffic flow classes, (2) identify

the QoS to be provided to these flows, and (3) ensure QoS

delivery for these flows. The last two steps have been

extensively researched by the IP community but only few

steps have been made in the quantitative evaluation of

integrated systems combining the three steps and much less

in the mapping of the application into traffic classes. This is

according to some service provider opinion the reason for

the slow deployment of QoS routing in the emerging multi-

service Internet.

1.2. Deploying QoS within an Internet domain boundaries

Most currently deployed routing mechanisms for IP

networks are based on routing metrics (cost metrics) which

optimise system-wide measures of performance such as

average response time, throughput, delay, etc. discounting

the diversity of QoS requirements from the mixture of

narrow- and broad-band applications carried by the new

multi-service Internet. Managing cost to support QoS

routing is a challenging problem, which has been tackled

by the IP community using different optimisation

approaches. These include (1) the use of cost metrics

which reflect the current resource availability such as

implemented by constraint-based routing (CBR) [1], (2) the

deployment of traffic-aware routing algorithms [2,3]

proposed in the context of Multiprotocol Label Switching

(MPLS) [4], and (3) the deployment of multiple metrics

used either separately or combined into a mixed cost metric

such as proposed in [5]. Though overcoming the limitations

of the OSPF [6] protocol, CBR is poorly equipped for traffic

engineering support under heavy load conditions. The

recently proposed traffic-aware algorithms are concerned

with bandwidth maximisation only and incur additional

complexity, which does not necessarily translate into

equivalent performance gains. Multiple metric routing has

been suggested to be used at best as an indicator in path

selection since it may result in unknown composition rule

for the path cost.

1.3. Contributions and outline

This paper revisits the problem of routing flows within an

IP domain boundaries with the expectation of finding an

optimal network configuration minimising re-routing upon

failure (reliability), maximising bandwidth usage (optim-

ality) and avoiding excessive signalling resulting from a full

IP tunnelling (scalability) where each packet is switched

over a Label Switched Path (LSP) [4]. We consider a new

QoS routing approach where (1) best-effort and real-time

applications are mapped into low bandwidth demanding

(LBD) and high bandwidth demanding (HBD) traffic

classes, respectively, (2) LBD flows are routed over
the shortest paths while HBD flows are packed into

bandwidth-guaranteed tunnels to achieve traffic growth,

and (3) these flows are provided different services based on

a cost-based route optimisation model. The main contri-

butions of this paper are:

– Hybrid IGPCMPLS routing. We formulate the

routing of flows in IP networks as a service

differentiated model where the IP flows are

classified into low bandwidth demanding (LBD)

and high bandwidth demanding (HBD) flows at

the ingress of the network and handled differently

into the core to achieve the logical separation of a

physical network into two virtual networks: (1) an

IGP network where the LBD flows are routed

along the shortest paths computed using the IGP

model and (2) an MPLS network engineered to

carry the HBD flows over bandwidth-guaranteed

tunnels computed using the MPLS model. This

model can be deployed in heterogeneous network

environments where the traffic offered by real-

time and best-effort applications is handled

differently over a common core transport imple-

menting traffic prioritisation in response to natural

or man-made emergencies.

– Cost-based route optimisation. Different controls

have been proposed by network operators to

maximise bandwidth usage in IP networks [7].

These include (1) inflating the bandwidth require-

ments to control the utilisation of each link and (2)

maximising the residual bandwidth to achieve

load-balancing. Building upon these controls and

the stochastic principle that different links can

have different flow carrying probabilities, we

consider a new route optimisation paradigm

where (1) LBD and HBD flows are assigned

different flow carrying probabilities and routed

differently and (2) the HBD flows are packed into

bandwidth tunnels to achieve traffic growth and

provision for bursty traffic conditions. This can be

useful in routing conditions where wired and

wireless links are assigned different flow carrying

probabilities and routed differently to optimise the

use of a hybrid wiredCwireless network.

– Routing robustness. Modern IP networks require

that both real-time traffic such as Voice over IP

(VoIP) and best-effort traffic such as File

Transport Protocol (FTP) applications be routed

within an Internet domain’s boundaries to

maximise the engineering efficiency (network

optimality and reliability) and the economic gain

(revenue maximisation). Building upon these

objectives, we applied the new hybrid routing

approach to compute paths for the traffic offered

to a 20- and 50-node test networks, each

considered as a single Internet domain. We
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simulated the hybrid routing scheme under

uniform and bursty traffic conditions to evaluate

the robustness of our model. Simulation revealed

that the new hybrid routing approach outperforms

IGP and MPLS routing in terms of the engineer-

ing and economic efficiency.

The reminder of this paper is organised as follows.

Section 2 presents the hybrid routing approach. An

application of the hybrid routing approach to compute

paths for the flows offered to a 20- and 50-node test

networks is presented in Section 3. Our conclusions are

presented in Section 4.
2. The hybrid routing approach

Consider a network represented by a directed graph (N,

L) where N is a set of nodes and L is a set of links. Assume

that the network carries IP flows that belong to a set of

service classes SZ{Slbd, Shbd} where Slbd and Shbd define the

set of low bandwidth demanding (LBD) and high bandwidth

demanding (HBD) flows, respectively. Let Cl denote the

capacity of link l and let Pi,eZPigp(i, e)gPmpls(i, e) denote

the set of paths connecting the ingress–egress pair (i, e)

where Pigp(i, e) denote the set of paths found using the IGP

routing approach while Pmpls(i, e) denote the set of paths

computed using the MPLS routing approach. Assume a

flow-differentiated services where a request to route a class

service s2S flow of di,e bandwidth units between an

ingress–egress pair (i, e) expressed by the tuple tZ(i, e, di,e,

s) is received and that future demands concerning IP flow

routing requests are not known.

Let LpZ
P

l2pLlðnl; rlÞ denote the cost of path p where

Ll(nl, rl) is the cost of link l when carrying nl flows and rl is

the total bandwidth reserved by the IP flows traversing

link l.

The flow routing problem consists of finding the best

feasible path ps2Pi,e where

Lps
Z min

p2Pi;e

Lp (1)

di;e!min
l2ps

ðClKrlÞ for s2Slbd (2)

gdi;e!min
l2ps

ðClKrlÞ for s2Shbd (3)

where g is a calibration parameter expressing the packing

(inflation) rate for HBD flow requirements. Eq. (1)

expresses the optimality of the routing process while Eqs.

(2) and (3) express the feasibility of the flows.

We consider a hybrid routing model which is built upon

(1) the common knowledge that in a multi-service network

HBD flows have higher blocking since it is harder to find

enough resources when flows require large bandwidth and

(2) previous findings [8] revealing that the LBD flows
requiring less bandwidth may be routed over the shortest

paths while the HBD flows are carried over IP tunnels to

provide better grade-of-service to both flows. The key

features of our hybrid routing approach are:

– Ingress flow classification into different traffic

classes (LBD and HBD) based on bandwidth

requirements and a cut-off parameter defining the

limits between these classes.

– A route optimisation model aiming at maximising

bandwidth usage (optimality), minimising re-

routing upon failure (reliability) and avoiding a

full IP tunnelling (scalability).

– Path selection using a mixed metric differentiating

flows based on their link flow carrying probabil-

ities and yielding shortest path routing for LBD

flows while packing HBD flows into bandwidth

tunnels.
2.1. Ingress flow classification

We consider a flow classification model where the IP

flows are classified into two traffic classes referred to as low

bandwidth demanding (LBD) and high bandwidth demand-

ing (HBD) flows depending on their bandwidth require-

ments (di,e) and a cut-off parameter t defining the limit

between LBD and HBD flows. The two traffic classes are

defined by

SlbdðtÞZ fflows demanding di;e bandwidth unitsj3i;eðtÞZ0g

(4)

ShbdðtÞZ fflows demanding di;e bandwidth unitsj3i;eðtÞZ1g

(5)

where m%t%M and tR0 is cut-off parameter defining the

limit between LBD and HBD flows, m and M are,

respectively, the lower and upper bounds for the bandwidth

demand di,e and 3i;eðtÞ is defined by

3i;eðtÞZ
0 di;e!t

1 di;eRt

(
(6)

Our flow classification model is loosely related to [9]

where traffic flows are differentiated in a traffic driven LSP

establishment model using a trigger-based mechanism

depending on the total bandwidth in an ISP network. We

note that the cut-off t used in this paper is an important

parameter which can be set to a value defining the difference

between LBD and HBD flows as perceived by the network

operator based on his experience. It can also be assigned a

value expressing the trade-off between different perform-

ance objectives (optimality, reliability and scalability) as

shown in [8].
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2.2. Cost-based route optimisation

The routing approach adopted in this paper is based on a

route optimisation model where the IP flows are routed

based on a mixed routing metric minimising re-routing upon

failure (reliability), maximising bandwidth usage under

different traffic conditions (optimality) and avoiding a full

IP tunnelling leading to per-flow state in both the control

and forwarding plane and resulting in excessive signalling

through LSP setting up and tearing down (scalability).
2.2.1. Reliability

The main reliability objective of our routing approach is

to minimise the damage to the network transport layer under

failure expressed by the number of re-routed flows under

failure. Let F be a set of possible failure patterns, wf the

probability of the failure pattern f2F and nf the number of

re-routed flows under failure f. The expected number of re-

routed flows under the set of failure patterns F is defined by

W Z
X
f2F

Wf Z
X
f2F

wf nf (7)

where Wf expresses the damage to the network transport

layer under failure event f.

Assuming that a fibber cut is the most likely failure event

in optical networks, we consider the set of failure events FZ
L and define a measure of reliability expressing the link loss

by

Wl Z
X
s2S

ws;lns;l Z
X
s2S

ws;l

X
r2R

ds;l;r (8)

where ws,l is the probability for class s flows to traverse link

l2L referred to as the class s flow carrying probability, RZ
Ui,eRi,e is the set of flows carried by the network, Ri,e is the

subset of flows from node i to node e, ns;lZ
P

ds;l;r is the

number of class s flows carried by link l, nlZ
P

s

P
t2R ds;l;r

is the total number of flows carried by link l referred to as its

interference and

ds;l;r Z
1 class s flow r traverses link l

0 otherwise

(
(9)
2.2.2. Optimality

The network optimality may be achieved by (1) limiting

resource consumption using shortest path routing and (2)

improving the QoS level through load balancing. Shortest

path routing leads to network un-balancing, an unwanted

behaviour which can lead to performance degradation

though the network provides resources to carry the offered

traffic. Constraint-based routing (CBR) [1] algorithms such

as Constraint Shortest Path First (CSPF) have been proposed

to overcome the limitations related to traditional shortest

path routing such as OSPF [6]. The CSPF routing approach

is based on a load-balancing approach where the inverse of

the link residual bandwidth 1/(ClKfl) is minimised to lead
the link far from a congestion region where the link load

approaches its capacity. However, though performing better

under low and moderate load conditions CSPF is out-

performed by traditional shortest path routing at high load.

Building upon this finding, we propose a new optimality

parameter referred to as the link congestion distance which

(1) considers both static and dynamic routing situations, (2)

implements the packing of flows to achieve traffic growth

and support for bursty traffic conditions, and (3) defines the

distance from a congestion region where the link load

approaches its capacity. We consider the packing of flows

by inflating the bandwidth requirements to control the

utilisation of all links as commonly recommended by

network operators. The link congestion distance is defined

by

DlðrlÞZClK3i;eðtÞðrl Cgdi;eÞ (10)

where 3i;eðtÞ2f0; 1g is introduced to consider static and

dynamic routing situations and gR0 is a packing parameter

expressing the packing (inflation) rate for the bandwidth

requirements.
2.2.3. Scalability

The limitations related to the deployment of a full

MPLS or IGP implementation are well documented.

These include scalability problems in MPLS routing and

optimality issues in IGP routing. The use of a hybrid

IGPCMPLS routing approach has been recently standar-

dised by the IETF as a best current practice [10]

consisting of using the existent IGP path as alternative

for a TE path when setting-up tunnels in an MPLS

forwarding plane. We consider a similar routing approach

taking into account an IGP path computed using an IGP

metric and a MPLS path computed by a TE metric but

using a different flow handling and forwarding model. In

our model, the LBD flows are carried along IGP paths to

reduce the per-flow state implementation and signalling

overheads that could result from a full IP tunnelling while

the HBD flows are routed over bandwidth-guaranteed

tunnels computed using the MPLS model to improve the

network efficiency.
2.3. Path selection algorithm

The joint reliability, optimality and scalability demanded

by modern IP applications may be achieved by (1)

combining the link interference minimisation and the

congestion distance maximisation objectives into a mixed

routing metric and (2) implementing differentiated flow

handling using this mixed routing metric to achieve

scalability through IGP routing and optimality through

MPLS tunnelling. This joint objective is achieved by

multiplying power values of the link loss and congestion
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distance to form a multiplicative metric expressed by

Llðnl;rlÞZ
X

s

ws;lns;l

 !3i;eðtÞa

=ðClK3i;eðtÞðrlCgdi;eÞÞ
1K3i;eðtÞa

(11)

where 0%a%1 is a calibration parameter expressing the

trade-off between reliability and optimality. We note that the

cost metric presented above yields different routing modes

depending on the values of the parameters 3i;eðtÞ, a and g.

These include (1) OSPF routing for 3i;eðtÞZ0, (2) CSPF

routing for ð3i;eðtÞ;a;gÞZð1;0;0Þ, (3) LIOA routing for

ð3i;eðtÞ;gÞZð1;0Þ, and (4) Least Interference Routing (LIR)

for ð3i;eðtÞ;aÞZð1;1Þ. It was shown that aZ0.5 achieves the

best trade-off between reliability and optimality in loosely

related work [11].

Consider a request to route a flow of di,e bandwidth units

between two nodes i and e. The algorithm proposed

(hereafter referred to as Hybridmix) executes the following

steps to route this flow:

(1) Ingress flow classification. set sZ3i;eðtÞ

(2) Path selection.

(a) IGP routing. If sZ0 select the existing shortest

path p2Pigp(i, e) between i and e, set psZp and

goto step 3.

(b) Prune the network. Set Ll(nl, rl)ZN for each link l

whose slack ClKrl%di,e.

(c) Traffic aggregation. Select an existing tunnel

p2Pmpls(i, e) with enough bandwidth to carry

the offered request, set psZp and goto step 3.

(d) Find a new least cost path. Apply Dijkstra’s

algorithm using the link cost (11) to find a new

least cost path ps2Pi,e and set PmplsZPmplsCps.

(3) Route the request.

† Assign the traffic demand di,e to path ps.
Fig. 1. The 20- and 50- n
† Update the link occupancy and interference if sZ1.

For each link l2ps set rl:ZrlCdi,e and ns,

l:Zns,lC1.

Note that the path selection has the same complexity

as Dijkstra’s algorithm: O(N2) or lower depending on the

implementation of the Dijkstra’s algorithm. We also

observe that step (a) can be moved after step, (b) to

consider a Constraint Based Routing approach where

both LBD and HBD flows are subject to admission

control (network pruning). This approach may be

relevant in routing conditions where the IGP metric is

used to complement a TE metric as recently proposed

by [10].
3. An implementation

This section presents simulation experiments conducted

using a 20- and 50-node test networks illustrated by Fig. 1 to

compare the performance achieved by our routing algorithm

referred to as Hybridmix to (1) IGP routing using the Open

Shortest Path First (OSPF), (2) MPLS routing using CSPF

and the Least Interference Optimisation Algorithm (LIOA)

[11].

The 50-node network has 1225 ingress–egress pairs and

202 uni-directional links with 38,519,241 units of band-

width. The 20-node network has 190 ingress–egress pairs

and 244 uni-directional links with 6,515,881 units of

bandwidth. An equal number of 50,000 flow requests are

offered to the I–E pairs. The link capacities were chosen to

model the capacity ratio of OC-12 and OC-48 circuits.

More realistic network topologies representing real or

fictitious ISP networks can be used. However, most of these

realistic networks do not often provide the required mesh

factor allowing the investigation of some of the routing
ode test networks.



Fig. 2. The traffic profiles. (a) Uniform traffic profile. (b) Bursty traffic profile.
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concepts presented in this paper. These practical networks

have not been studied in this paper for space limitations.

We consider two types of traffic: uniform where the

demands di,e are uniformly distributed in the interval [m, M]

as illustrated by Fig. 2(a) and bursty where the demands di,e

present periods of bursts over the simulation period as

illustrated by Fig. 2(b).

The parameter values for the simulation experiments are

presented in terms of the offered flow routing requests, the

value of the calibration parameter a, the flow request rates l,

the flow holding time 1/m, the cut-off parameter t, the

demand range [m, M], the number of simulation trials T and

the number of flow requests per trial N. The flow arrival and

services processes are Poisson. Each flow bandwidth

demand di,e is uniformly distributed in the range [m, M].

We considered short-lived flows only since initial exper-

iments revealed the same performance patterns for short-

lived (1/mZ1) and long-lived flows (1/mZN).
3.1. Performance parameters

The relevant performance parameters used in the

simulation experiments are (1) the quality of the paths

expressed by the path length, the path multiplicity and the

preferred path usage, (2) the engineering efficiency

expressed by the network optimality and reliability: the

percentage flow acceptance ACC, the average link utilis-

ation UTIL, the average interference AV and the maximum

link interference MAX, (3) the network scalability expressed

by the network gain, and (4) the economic efficiency

expressed by the HBD flow acceptance/rejection. The path

length determines the average path length in number of

hops. It gives an indication on resource consumption: a

longer path ties up more resources than a shorter path. The

path multiplicity expresses the average number of paths

used by a source–destination pair. It gives an indication of

the load balancing capability of an algorithm: a higher value

of this parameter is an indication of a more balanced

network. The preferred path usage expresses how often a

path finding algorithm routes flows on the preferred path

connecting an I–E pair (the path most used by an I–E pair is

defined as the preferred path). ACC is the percentage of
flows which have been successfully routed by the network.

UTIL is the average link utilisation. It gives an indication of

the potential for a network to achieve traffic growth: a least

utilised network has a higher potential to achieve traffic

growth than a highest utilised network. AV is the average

number of flows carried by the network while MAX is the

number of flows carried by the most interfering link. The

link interference (average and/or maximum) gives an

indication of the number of flows which must be re-routed

upon a single link failure: an algorithm which achieves

lower interference is more reliable since it leads to re-

routing fewer flows upon failure. The network gain

determines the reduction in number of signalling operations

resulting from a full IP tunnelling using MPLS. The

economic efficiency is expressed by the economic gain

resulting from rejecting less HBD flows: an algorithm

rejecting/accepting fewer/more HBD flows will achieve

higher economic efficiency in situations where the HBD

flows carrying real-time traffic are the highest income

generator flows.
3.2. Simulation experiments

Several simulation experiments were conducted under

varying traffic conditions (different demand ranges [m, M])

and traffic profiles (uniform and bursty)) to evaluate (1) the

impact of the link flow routing stochasticity on the network

efficiency, (2) the efficiency of different packing models, (3)

the impact of the packing granularity on the network

efficiency, (4) the efficiency of the different algorithms, (5)

the quality of the paths carrying the LBD flows, the

dominant flows in the network, and (6) the impact of the

hybrid routing approach on the network scalability.

The results of the experiments are depicted by different

figures and tables. Each entry of Table 1 presents the

average of each of the performance parameter described

above: ACC, UTIL, AV and MAX. Table 2 presents the

averages of the number of LBD and HBD paths found by the

hybrid routing algorithm and the network gain. These

averages are computed at 95% confidence interval within

0.1% of the point estimates. Our choice of the best

performance values is based on a trade-off between the



Table 2

Network scalability

Uniform profile Plbd Phbd Plsp G1 G2

20-node 20133 12254 5089 62% 84%

50-node 20819 13536 8319 61% 75%

Bursty profile Plbd Phbd Plsp G1 G2

20-node 15746 13019 1129 55% 96%

50-node 16961 14291 3991 54% 87%

Table 1

Exp 5: Comparing different algorithms

Uniform 20-node network 50-node network

ACC UTIL AV MAX ACC UTIL AV MAX

OSPF 86 47 358 13509 75 52 261 1007

CSPF 94 47 340 11560 83 52 255 893

LIOA 96 49 332 9969 84 55 250 729

Hybridmix 96 49 332 1103 85 52 250 731

Bursty ACC UTIL AV MAX ACC UTIL AV MAX

OSPF 74 56 335 12070 63 60 237 878

CSPF 82 56 325 10735 68 60 235 787

LIOA 83 59 320 9594 70 63 231 666

Hybridmix 85 58 319 1057 77 60 232 660
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different values achieved by the different performance

parameters. The calibration parameters a and t have been

set to aZ0.5 to balance the impact of optimality and

reliability and tZ0.60 to achieve the best trade-off between

optimality, reliability and simplicity in agreement with [8]

and [11].

3.2.1. Experiment 1. The impact of the flow routing

stochasticity

We conducted a first set of experiments to evaluate the

impact of the flow routing stochasticity ws,l on the

engineering and economic efficiency under varying traffic

conditions (different demand ranges [m, M]) and profiles

(uniform and bursty). The experimental results presented in

Figs. 3 and 4 for uniform traffic profiles and Figs. 5 and 6 for

bursty conditions reveal that the flow routing probability

wlbd,lZ0 (whbd,lZ1) leads to better performance under both

traffic profiles: (1) higher flow acceptance, (2) reduced
Fig. 3. Exp. 1: Engineering efficiency under uniform pr
Maximum interference under light and moderate load

profiles (M%700), and (3) higher economic efficiency

expressed by a slightly lower number of rejected HBD

flows. Note that the reliability performance degradation

(higher maximum interference) under higher load con-

ditions (MO700) is outweighed by the relative optimality

(higher flow acceptance) and economic gain (lower HBD

rejection) under these conditions. and 6.

3.2.2. Experiment 2. Different packing models

We conducted a second set of experiments to evaluate

different packing models under various traffic conditions

and profiles. We considered three flow packing models: (1)

packing only LBD flows (gO0 for 3i;eðtÞZ0), (2) packing

only HBD flows (gO0 for 3i;eðtÞZ1), and (3) packing both

flows (gO0 for 3i;eðtÞZ0 and 3i;eðtÞZ1). The results

illustrated by Figs. 7 and 8 for uniform traffic profiles and

Figs. 9 and 10 for bursty conditions reveal that packing
ofile. (a) Flow acceptance. (b) Max interference.



Fig. 4. Exp. 1: Economic efficiency under uniform profile. (a) HBD-LBD rejection. (b) HBD rejection.

Fig. 5. Exp. 1: Engineering efficiency under bursty profile. (a) Flow acceptance. (b) Max interference.
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HBD only and packing both classes of flows leads to the

same (coincided curves) and better performance in terms of

flow acceptance. HBD packing and LBD packing produce

the same LBD flow rejection under uniform traffic profile

but HBD packing decreases considerably the LBD flow

rejection as illustrated by Fig. 8. HBD packing leads to

higher HBD-LBD flow rejection difference (space between

the HBD and LBD curves) under both traffic profiles but

with a higher difference under bursty profile resulting from a

10% increase in the HBD flow rejection and a 10% decrease

in the LBD flow rejection compared to LBD packing as

depicted by Fig. 10(b).
Fig. 6. Exp. 1: Economic efficiency under bursty profi
3.2.3. Experiment 3. The packing granularity

We conducted a third set of experiments to evaluate the

impact (granularity) of the HBD flow packing on the

network efficiency. Figs. 11 and 12 depicting the results

obtained for uniform profile and Figs. 13 and 14 illustrating

the results for bursty profile show the relative improvements

resulting from the implementation of the packing model.

These figures reveal that Packing (gO0) leads to

engineering efficiency improvements compared to the

standard Hybrid routing model (gZ0) under both traffic

profiles: (1) higher flow acceptance and (2) reduced

Maximum interference under light and moderate traffic
le. (a) HBD–LBD rejection. (b) HBD rejection.



Fig. 7. Exp. 2: Engineering efficiency under uniform profile. (a) Flow acceptance. (b) Max interference.

Fig. 8. Exp. 2: Economic efficiency under uniform profile. (a) LBD packing. (b) HBD packing.
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load conditions (M%700). These figures also reveal higher

economic efficiency expressed by lower HBD flow rejection

for the standard Hybrid model (gZ0). We also observe (1)

reliability degradation (higher maximum interference) with

the inflation rate (for the inflation rates x and y, Max(x)

RMax(y) if x!y) and (2) optimality improvement with the

inflation rate (for the inflation rates x and y, ACC(x)

RACC(y) for xRy). These results suggest the selection of

an appropriate value for the inflation rate to achieve the best
Fig. 9. Exp. 2: Engineering efficiency under bursty pro
trade-off between reliability and optimality. For the test

network and traffic conditions considered we found that gZ
6 achieves this trade-off. We also noticed that the inflation

rate has a much smaller impact on the reliability

performance degradation (higher maximum interference)

under higher load conditions (MO700) compared to the

impact of the link flow stochasticity. This degradation is

outweighed by the optimality (higher flow acceptance)

achieved under these conditions.
file. (a) Flow acceptance. (b) Max interference.



Fig. 10. Exp. 2: Economic efficiency under bursty profile. (a) LBD packing. (b) HBD packing.

Fig. 11. Exp. 3: Engineering efficiency under uniform profile.
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3.2.4. Experiment 4. A mixed routing model

Building upon the precedent experimental results, we

conducted a fourth set of experiments to evaluate the

efficiency of a mixed routing approach (MIX) combining

the flow routing stochasticity using differentiated flows

handling (DFH) and HBD flow packing using the

inflated bandwidth requirement (IBR) model with wlbd,

lZ0 (whbd,lZ1) and gZ6 under various traffic con-

ditions and profiles. Figs. 15 and 16 present the results

for uniform traffic profiles and Figs. 17 and 18 depict

the results under bursty conditions. These figures reveal
Fig. 12. Exp. 3: Economic efficie
the relative improvements resulting from the implemen-

tation of the MIX model: (1) MIX (gZ6 and wlbd,lZ0)

leads to engineering efficiency improvements compared

to both the IBR (gZ30) and DFH (whbd,lZ1) and the

standard Hybrid routing model using (gZ0 and wlbd,lZ
whbd,lZ0.5). We note that the mixed model (MIX)

overcomes (1) the reliability performance degradation

(higher maximum interference) observed under higher

load conditions (MO700) for the other two models (IBR

and DFH) and (2) the economic gain degradation under

heavy load conditions previously observed by achieving
ncy under uniform profile.



Fig. 13. Exp. 3: Engineering efficiency under bursty profile.

Fig. 14. Exp. 3: Economic efficiency under bursty profile.
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the same HBD–LBD flow rejection difference under both

traffic profiles.
3.2.5. Experiment 5. Comparing different algorithms

We conducted a set of experiments to compare the

performance of the four routing algorithms using the

demand ranges [m, M]Z[1, 150] for the 20-node network

and [m, M]Z[1, 400] for the 50-node network and the cut-

off values tZ100 for the 20-node network and tZ250 for
Fig. 15. Exp. 4: Engineering effici
the 50-node network. These experiments were conducted

under uniform and bursty traffic profiles. The results

presented in Table 1 reveal that the hybrid routing algorithm

based on Hybridmix performs better than the four other

algorithms. It achieves (1) the same and best optimality as

MPLS routing using LIOA where optimality is expressed by

the flow percentage acceptance and (2) the best reliability

where reliability is expressed by the average and maximum

interference. These results observed for the 20- and 50-node
ency under uniform profile.



Fig. 16. Exp. 4: Economic efficiency under uniform profile.

Fig. 17. Exp. 4: Engineering efficiency under bursty profile.
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test networks reveal the same performance pattern for the

different algorithms under uniform and bursty traffic profiles

but with performance degradation under bursty conditions.

3.2.6. Experiment 6. The quality of paths for LBD flows

The quality of the paths carrying LBD flows illustrated

by Fig. 19 shows that approximately 70% of the routes used

by the three routing algorithms (OSPF, LIOA, and
Fig. 18. Exp. 4: Economic effici
Hybridmix) are at most 3 hops long (Fig. 19(a)). The three

algorithms thus perform equally well in terms of resource

consumption. Hybridmix achieves the best route multiplicity

and route usage. OSPF performs worse in terms of path

multiplicity (Fig. 19(b)) and path usage (Fig. 19(c)). These

results show that Hybridmix achieves the best stability in

terms of path selection and balances the flows over the

network better than the LIOA and OSPF models.
ency under bursty profile.



Fig. 19. Exp. 6: The quality of the LBD paths.
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3.2.7. Experiment 7. The network scalability

The number of IP tunnels that should be set-up in the

hybrid network in the absence of LSP aggregation is the

same as the number of HBD flows offered to the network.

This number can be considerably reduced by LSP

aggregation. We evaluated the scalability of the hybrid

routing approach in the absence of LSP aggregation and

under LSP aggregation to evaluate the relative gains

achieved by the two networks. The corresponding network

gains are referred to as G1 (in absence of LSP aggregation)

and G2 under LSP aggregation. These gains are defined by

G1 Z 100 1K
jPhbdj

j ~Pi;ej

� �
(12)

G2 Z 100 1K
jPlspj

j ~Pi;ej

� �
(13)

where ~Pi;eZPlbdgPhbd, Plbd is the set of paths carrying the

LBD flows, Phbd is the set of paths carrying the HBD flows

in the absence of LSP aggregation and Plsp is the set of paths

carrying the HBD flows under LSP aggregation.

Table 2 shows the number of paths found by each of the

path sets Plbd, Phbd and Plsp and the network gains G1 and G2

achieved. The results presented in Table 2 using the demand

ranges [m, M]Z[1, 150] for the 20-node network and [m,

M]Z[1, 600] for the 50-node network show that an IP

network implementing IGPCMPLS routing can achieve up

to G1Z62% network gains under uniform profile and G1Z
55% network gain under bursty profile in the absence of

LSP aggregation. These results under LSP aggregation

reveal up to G2Z84% network gains under uniform profile

and G2Z96% network gains under bursty traffic conditions.

These results are in agreement with (1) [8] where similar

scalability was achieved by a hybrid IGPCMPLS network

in the absence of LSP aggregation and (2) [12] a loosely

related work that showed that a relatively small number of

MPLS paths is sufficient to greatly improve a network’s

quality of service.
4. Conclusion

This paper presents a hybrid approach for routing flows

in IP networks to achieve an optimal network configuration
maximising bandwidth usage (optimality), minimising re-

routing upon failure (reliability) and reducing the signalling

overheads resulting from a full IP tunnelling (scalability).

We consider a TE model implementing ingress flow

classification and differentiated core handling to achieve

the logical separation of a physical network into two virtual

networks: (1) an IGP network carrying low bandwidth

demanding flows and (2) an MPLS network where high

bandwidth demanding flows are routed over bandwidth-

guaranteed tunnels. Using per flow simulation, we show that

an IGPCMPLS routing approach outperforms both IGP and

MPLS routing on several performance indexes and

demonstrate that using a hybrid IGPCMPLS routing

approach thousands of flows may be established in a

network without per flow state implementation in both the

control and forwarding planes in a network.

Recently, the IETF literature has been deluged with

proposals to achieve inter-domain TE; some proposing

simple extensions to BGP4 while other supporting new

inter-domain routing proposals. The evaluation of these

extensions and proposals in a hybrid IGPCMPLS setting

have been reserved for future work.
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